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1. DATA 
 
The data are from the Bulgarian NSI’s register of enterprises for 2008. The varia-

bles included are as follows: Type of enterprise: 1= Sole proprietor 0 = Limited liabil-
ity company or Partnership; Foreign ownership: Yes/No; Regions – 6 economic re-
gions in Bulgaria; Labour: Number of employed; Economic sector: 1=Industry; 
2=Services; 3=Agriculture; Revenue:  in thousand Bulgarian leva, current prices; In-
vestment: spending for capital assets, in thousand Bulgarian leva, current prices; also 
as binary Yes/No investment; and ratio of investment to revenue (limited to between 
0 and 1). Indicator (Dummy) variables were created for the categorical variables 
whenever necessary. 

Exclusions 
From the population data were excluded enterprises with no employed, or no rev-

enue, or with ratio of investment to revenue greater than one, or extremely large val-
ues of revenue or investment. A 5% random sample was drawn from the rest of the 
population. The final sample size was N=13851. 

Sample Selection Bias 
The classical interpretation (Rosenbaum and Rubin, 1983 and Rosenbaum, 2002) 

focuses the sample selection bias on the imbalance in the covariates between “Treat-
ment” and “Control” groups. In this paper we will treat the problem more broadly. 
Under “sample selection bias” we will understand the problem of integrating data 
from two sources (sample and register), or addressing the non-response bias (Matsuo 
et al, 2010). For this purpose we introduce a bias variable (0/1) where 0 may be inter-
preted as the sample data and 1 as the data from register. We work with two types of 
bias, “random” and “non-random”. For the random bias we generate a random varia-
ble that assigned the cases (40% to 60% ratio) to the two groups (e.g. sample and reg-
ister). For the non-random bias we assign value of 1 to all enterprises with only 1 em-
ployed person and 0 for the rest. 
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2. METHODS AND MODELS 
 

Models 
Three models were considered: Model 1 : Regression model with  Revenue as de-

pendent variable and  Labour as independent; Model 2: Logistic regression model with 
Investment (Y/N) as dependent variable and Labour as independent; Model 3: Zero-
Inflated Poisson (ZIP) Model with Ratio of Investment/Revenue dependent on La-
bour (in thousands). 

The ZIP model is specifically designed (Long, 1997 and Lambert, 1992) to handle 
count or rate (like in our case) variables with many zeroes. In our sample 71.3% did 
not have any investment. This is a type of generalized log-linear model or a mixture 
model with two classes: zero and non-zero. Voung (1989) proposed test to determine 
whether the ZIP model is to be preferred to the traditional Poisson model. 

Methods 
Four methods for addressing sample selection bias are implemented in the paper: 

A. No weighting and no matching; B: Propensity score weighting; C: Propensity score 
stratification (5 strata); and D: Coarsened exact matching (CEM). 

The propensity score methods involve first estimating a logistic regression model 
with the bias (0/1) as dependent variable and regions, type, foreign ownerships, and 
economic sector. The predicted values of the models are saved as propensity scores 
(PS). They are used in two ways, as weights (similar to Matsuo et al, 2010) and by cre-
ating 5 strata based on the PS quintiles as suggested by Rosenbaum and Rubin (1983). 

CEM is a type of exact matching method which reduces the potential differences 
between the data from the two data sources (sample and register) by grouping or 
coarsening the data into bins and exact matching the data and then running the analy-
sis on the matched data. This is type of monotonic imbalance bounding and it has 
very attractive statistical properties (Blackwell et al, 2009 and Iacus et al, in press). 

 

3. RESULTS 
 
The analysis is done separately for the random and non-random bias and for the 

three models using standard methods and the three methods for adjustment of the 
sample bias. 

Random Bias 
This is the case where, for example, some of the data were collected by a survey 

and some from a register and there is no known pattern to where the data came from. 
The results for the random bias estimation are presented in Tables 1, 2 and 3. 

For the regression model and the logistic regression model CEM works as well as 
the other methods (see Table 1 and 2 respectively). For the ZIP model (Table 3) the 
PS stratification does not work well, while the other 3 work similarly well. The conclu-
sion is that in the case of random bias the use of CEM does not gain much compared 
to the PS- based methods. The results are comparable. 
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Method Regression Coefficient P-value 95% CI 

A No weighting and no matching 89.5 <.001 87.6-91.3 

B Propensity Score Weighting 88.7 <.001 85.8-91.5 

C Propensity Score 5 Strata 
(Average) 

97.3 <.001 93.7-100.9 

D Coarsened Exact Matching 91.2 <.001 89.4-93.1 

 
Table 1. Random Bias Estimation Results for Model 1. 

 

Method Odds Ratio P-value 95% CI 

A No weighting and no matching 1.16 <.001 1.15-1.17 

B Propensity Score Weighting 1.16 <.001 1.15-1.18 

C Propensity Score 5 Strata 
(Average) 

1.20 <.001 1.16-1.23 

D Coarsened Exact Matching 1.16 <.001 1.15-1.17 

 
Table 2. Random Bias Estimation Results for Model 2.  

 

Method Incidence-Rate Ratio P-value 95% CI 

A No weighting and no matching 1.69 0.009 1.14-2.51 

B Propensity Score Weighting 1.70 0.096 0.91-3.18 

C Propensity Score 5 Strata 
(Average)* 

3.64* Range too 
wide. 

Range too 
wide. 

D Coarsened Exact Matching 1.72 0.007 1.16-2.54 

* Two extreme results excluded. 
 

Table 3. Random Bias Estimation Results for Model 3. 
 

Non-Random Bias 
This is the case where, for example, some of the data were collected by a survey 

and some from a register and there is a known pattern to where the data came from. 
As in our experiment, the data for small enterprises (only 1 employed person) came 
only from register, while the data for larger enterprises (more than 1 employed) came 
from survey. The results for the non-random bias estimation are presented in Tables 
4, 5 and 6. 

For the regression model, CEM shows very different results than the other 3 
methods (see Table 4). The coefficient estimate and its 95% CI are below the range of 
the other methods. Theoretically the exact matching has some advantages over the PS 
methods so we are more likely to believe the CEM results. So in this case CEM does 
make a difference. 

For the logistic regression model (Table 5) and the ZIP model (Table 6) all the 
methods except the PS stratification give similar results. 

 

Method Coefficient P-value 95% CI 

A No weighting and no matching 89.5 <.001 87.6-91.3 

B Propensity Score Weighting 80.8 <.001 78.3-83.3 

C Propensity Score 5 Strata 
(Average) 

87.4 <.001 83.6-91.3 

D Coarsened Exact Matching 73.2 <.001 71.7-74.7 

 
Table 4. Non-Random Bias Estimation Results for Model 1. 
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Method Odds Ratio P-value 95% CI 

A No weighting and no matching 1.16 <.001 1.15-1.17 

B Propensity Score Weighting 1.19 <.001 1.17-1.22 

C Propensity Score 5 Strata 
(Average) 

1.22 <.001 1.18-1.27 

D Coarsened Exact Matching 1.19 <.001 1.18-1.21 

 
Table 5. Non-Random Bias Estimation Results for Model 2.  

 

Method Incidence-Rate Ratio P-value 95% CI 

A No weighting and no matching 1.69 0.009 1.14-2.51 

B Propensity Score Weighting 1.72 0.118 0.87-3.41 

C Propensity Score 5 Strata 
(Average) 

1.37* Range too 
wide. 

Range too 
wide. 

D Coarsened Exact Matching 1.67 0.049 1.00-2.78 

* Three extreme results excluded. 
 

Table 6. Non-Random Bias Estimation Results for Model 3. 
 

Conclusion 
The results of this study show that the theoretical advantages of the CEM and the 

class of exact matching methods were strengthened by the empirical results. CEM per-
formed equally well as the PS methods and in some cases it gave very distinct results. 
More empirical work is needed, but in our opinion the exact matching methods for 
adjustment of sample bias and data integration deserve the attention of researchers 
and practitioners. 
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